There are no Black Swans in Risk Management

With apologies to Nicholas Taleb, there are no Black Swans (The Black Swan: The Impact of the Highly Improbable) in risk management.  Just to start the discussion on a level view - The theory of black swan events is a metaphor for a surprising extreme event relative to one’s knowledge/ beliefs, and can be of different types: a) unknown unknowns and b) unknown knowns (we do not have the knowledge but others do).  Some people add events that are judged to have a negligible likelihood of occurrence and thus are not believed to occur. Once I reviewed a lot of programs (the term programs covers programs, projects, activities and operations) from the last 50 years – successful and not successful – I have found that all of them contain the same set of generic risks and there are NO outliers or unknown events.  Just unexpected events, not considered events.  

Based on all the historical and documented data I have reviewed, one can determine that this set of generic risks (approximately 319) is present in all programs to specific extents (based on type and complexity of program) and that there are no unknown risks (or Black Swans) to be found.  There are only unconsidered known risks.  I find that ALL risk management processes and guides basically skip over the risk identification step with a statement that “Risk identification is the most important process in the Risk Management process. Risk Identification determines which risks might affect the program and documents their characteristics.”  But that is followed by “We should not spend too much time in identifying risks.” And following that are some tools and techniques for identifying risks and maybe a statement that “all areas should be considered”.  Until PRID was developed, there was no comprehensive checklist or even a comprehensive set of areas for risk identification since “every program is different with different risks”.  This widely accepted truism is incorrect – every program has the same risks but with different specifics.  For example, let’s look at the generic risk of technology.   Every program has a technology risk; one just has to define what technology(ies) is the risk in their specific program.  

So the bottom line of having a verified conclusion that all programs have the same risks is that it is possible to establish a solid comprehensive risk baseline, determine how those risks relate to each other and ensure that all risks are identified and at least considered for each program.  It also allows each program to determine a risk level that can be compared to other programs risk levels since you are using the same risk ID baseline instead of developing a different one for each program.  Currently there is no way for anyone to compare the risk levels of one program to another since the risk id baseline is different “because each program is different and has different risks”.  Not a true statement as I have found.  
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