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ABSTRACT

Many of the objections to implementing Risk Management and acting upon risk results hinge on the
subjectivity of the risk assessment system. This subjectivity makes it difficult to make risk assessments
justifiable, repeatable, and comparable over an entire project, program, or organization. One cannot easily
justify assigning a 30% likelihood to a risk occurring when others with more, the same, or less experience
are ascribing a 60% likelihood of occurrence to a similar risk. How to get all (or most) risk assessments,
regardless of type (software, hardware, integration, programmatic, external, etc.), justifiable, repeatable,
and comparable has been one of the holy grails of Risk Management for years. The methodology outlined
in this paper meets at least some of this requirement. The methodology requires incorporating the
Likelihood of Occurrence into a set of specifically defined sublevels under each risk category rather than
using it as a separate multiplication factor. Basically, the assumption behind this methodology is that the
more mature the process, the more experience available, the more detailed the design, etc., the lower
the likelihood of occurrence of a specific risk becomes. Making this assumption, incorporating the
likelihood into each specific sublevel and requiring justification for each choice then allows the estab-
lishment of more representative scores for project risks and allows risk information to be presented in a
justifiable, repeatable, and comparable fashion. © 2010 Wiley Periodicals, Inc. Syst Eng 14: 173–179, 2011
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1. INTRODUCTION

There are many definitions of risk that vary by specific
application and situational context. This inconsistent and
ambiguous use of the word “risk” is one of several current
criticisms of the methods to manage risk [Hubbard, 2009].
Risk Management is a process that “everyone understands”
and is used across many different professions (technical,
financial, medical, environmental, etc.). This has led to a

significant number of process and methodology interpreta-
tions linked to specific professions, work areas, and types of
programs/projects/ organizations. Further confusing the issue
is that Risk Management involves interacting with individuals
at all levels in an organization in trying to establish and
maintain a common language and approach.

There have been and are numerous different risk manage-
ment standards (or guides) in use [see ISO, 2002, 2004, 2006,
2008, 2009a, 2009b; IEC, 2009; RAMP, no date; IRM, 2008;
DAU Risk CoP, no date; AIRMIC, ALARM, and IRM, 2002;
BSI, 2008; Office of Government Commerce, 2007; COSO,
2004], and others in development, but few of them were
aimed at providing a risk management process that could be
deployed by numerous organizations across different profes-
sions. And even those only tried to standardize the high level
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process steps and not the actual methodologies used in ac-
complishing the steps. Recognizing this, over the past couple
of decades, more and more professions and organizations
have adopted the International Organization for Stand-
ardization (ISO) and the International Electrotechnical Com-
mission (IEC) Risk Management Standard and various
process and vocabulary documents. Over the last few years,
even ISO noted that the fragmentation of its risk management
standards needed to be addressed. ISO 31000 [2009] was
developed to combine all aspects of risk management and
represent “best practice” in risk management processes and
facilitate organizations investing in risk management infra-
structure. The standard provides generic principles and guide-
lines for the implementation of risk management in general,
and is supposed to be applicable to a broad range of stake-
holders in all industry sectors and across all types of manage-
ment systems. So the overall risk management process is
becoming more and more standardized across all professions.

2. REVIEW

However, even though the overall Risk Management process
has been fairly well standardized, the methodologies of how
the steps are accomplished remain up to the individual to
define. For example, how the actual assessments (or risk
scoring system) are conducted remains extremely diverse and
subjective. Each profession uses something different. As a
case in point, one of the most popular in the financial profes-
sion is called Value-at-Risk (VaR). However, there are several
different types of VaR—Long Term VaR, Marginal VaR,
Factor VaR, and Shock VaR [Jorion, 2006]. But even with the
different types, one of the noted authors stated that “the
greatest benefit of using the VaR methodology lies in the
imposition of a structured methodology for critically thinking
about risk. Institutions that go through the process of comput-
ing their VaR are forced to confront their exposure to financial
risks and to set up a proper risk management function. Thus
the process of getting to a VaR may be as important as the
number itself” (italics mine) [Jorion and Taleb, 1997]. So, at
least in the area of financial risk, use of a structured method-
ology has been recognized as significantly contributing to the
usefulness of risk management and as important in ensuring
that the process is used appropriately.

In the technical/engineering professions, most of the ob-
jections to implementing Risk Management and then actually
acting upon risk results stem from the subjectivity of current
risk assessment methodologies (or risk scoring systems). So
in this paper we will focus on risk assessment methodologies.
Currently all methodologies are accomplished with subjec-
tive input, and most do not required formalization of a justi-
fication. This makes it difficult to provide risk assessments
that are justifiable, repeatable, and comparable within a single
project, much less across multiple projects or throughout an
organization. It is hard to justify a specific assessment when
others of comparable, less, or greater experience are assessing
the same or similar risks as significantly lower (or higher)
than you. So the question to be answered is—how do we get
risk assessments, regardless of type and coverage, justifiable,
repeatable, and comparable?

It is interesting to note that different risk assessment meth-
odologies (or risk scoring systems) have continued to emerge
and proliferate as different types of users “define and refine”
their risk assessment processes (e.g., Probabilistic Risk As-
sessment [NASA, 2002]). This proliferation of methods is
considered healthy by some, but I think that the continuing
divergence in many of the risk management process steps
legitimizes those who refuse to believe such a subjective and
ad hoc process can actually be useful. It would be very helpful
if there had also been a convergence to one or a few risk
assessment methodologies by virtue of the ongoing stand-
ardization efforts. However, since I started work in risk man-
agement in the 1970s, I have seen no indications that any
group or organization has made or is making an attempt to
standardize this specific part of the risk management process.
Everyone believes that their needs are too different and are
working out their own methodology without much motivation
to try to standardize. 

If one does a search on “Risk Management Subjectivity,”
one can find almost 200,000 citations discussing some aspect
of this one problem within risk management. And in review-
ing many of these citations, one finds quotations like the
following:

“As a result, risk assessment is largely guesswork. Guess-
work means the savings can be just about anything the
security manager chooses to report” [Bejtlich, 2007].

“Subjectivity will not disappear, and we should not strive
for that. We should try to build a good rationale for our
risk assessments, but not aim for objectivity” [Bush,
2009].

“Subjectivity is a necessary part of risk assessment. Even
in quantitative risk assessments subjective judgment
occurs” [Main, 2004].

“The need for judgment introduces subjectivity and bias,
and therefore uncertainty and the likelihood of inaccu-
racy. The results obtained by one risk analyst are un-
likely to be obtained by others starting with the same
information” [Redmill, 2001].

“Subjectivity can never be removed completely from the
risk assessment process” [Day, 2003].

“Qualitative analysis is by definition approximate, but
quantitative analysis is often assumed to be wholly
objective. Yet there is considerable subjectivity in the
analysis process” [Redmill, 2002].

So how do we attempt to standardize answering the following
risk management question set in a justifiable, repeatable, and
comparable way regardless of the type of risk identified: What
can go wrong?1 What is the likelihood that it will go wrong?
What is the consequence if it goes wrong?

One methodology that should be useful in accomplishing
this prodigious feat is called the Formal Analytical Scoring
System (FASS). This methodology has been designed to force
all assessors to use the same set of definitions for both
likelihood and consequence when doing their assessments
and requiring justification statements for each decision. To

1Note that “wrong” is also intended to mean unplanned and/or unexpected.
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successfully accomplish this, it is necessary to (1) establish
an appropriate set of risks that can be used to assess your
project, program or organization, (2) incorporate a set of
likelihood of occurrence definitions for each risk within that
set of risks, and (3) establish a set of consequence definitions
based on a combination of programmatic and technical im-
pacts that are appropriate for the level of comparison you are
dealing with.

3. RISK IDENTIFICATION—THE BASIS FOR
RISK MANAGEMENT

Framing the risk management question set is a fundamental
problem with all forms of risk assessments. Tversky and
Kahneman [1981] note that, for example, there are two major
areas that cause risks to be discounted or ignored. The first is:
Because our brains get overloaded and we tend to take mental
shortcuts, the risk of extreme events is usually discounted
because the probability is too low to evaluate intuitively. This
basically means that people tend to largely or totally ignore a
serious or fatal risk. Likewise, an extremely catastrophic or
mentally disturbing event may be ignored in an assessment
despite the fact it has occurred before and has a nonzero
likelihood. Second, an event that everyone agrees is inevitable
may be ruled out of an assessment due to an unwillingness to
admit that it is inevitable. Such human tendencies for wishful
thinking and arrogance often affect even the most rigorous
applications of risk management.

Lack of experience is another factor in getting an accurate
risk set to consider. In many cases I have seen, valid risks were
not being considered or assessed simply because no one
involved in the project had any experience with the specific
type of technology, customer, or process. The Black Swan
example [Taleb, 2007] has been used to show how an outlier
with an extreme impact can be completely missed because
there is no knowledge of the possibility. For an average
project there may not be any real Black Swans. But for
projects with (for example) low Technology Readiness Levels
or severe political/budget implications, a Black Swan could
be a significant driver.

To try to ensure that all risks appropriate to your project,
program, or organization are at least thought of, it is recom-
mended that a set of universal risks that MUST be considered
for every project or operation should be established and used
to try and minimize leaving out risks due to wishful thinking,
arrogance, inexperience, etc. Having a checklist created by

subject matter experts and experienced risk managers detail-
ing the risks to be contemplated provides a much greater
potential that all risks have at least been considered. Many
people and organizations have recognized that risk checklists
are useful, and there are numerous ones specific to profes-
sions or technologies available (a search on Risk Checklists
provides over 9 million citations). Doing this goes a long way
toward reducing the subjectivity of establishing a risk list.
This is another area that could use some standardization.
There has only been one attempt that I know of to develop a
Universal Risk List [Risk Management Research Collabora-
tion, 2002].

4. FORMAL ANALYTICAL SCORING SYSTEM

The FASS methodology is based on the following assump-
tion: the more mature the process, the more expertise avail-
able, the more detailed the design or the more you have built,
the lower the likelihood of the risk event occurring. And vice
versa, of course. This assumption is not always valid, but for
purposes of simplifying the methodology, we accept it as
normally2 valid and need to be careful to note any specific
risks for which it is determined not valid.

The first step in using this methodology is to establish a
set of risks appropriate to your specific project, program, or
organization. This set of risks should be comprehensive
enough to allow all appropriate risks to be addressed. As noted
above, there are numerous checklists available to aid in de-
veloping such a list specific to your project. Examples of
“universal risks” are shown in Table I. Note that each of these
generic titles have to be further defined for your specific
project.

Once you have the risk set for your project, it should be
winnowed out by eliminating those risks that could only
minimally affect the project. Once you have completed and
gotten acceptance of your specific set of risks, you then
further define them by developing a set of Likelihood Level
Statements for each of them. These Likelihood Level State-
ments are based on your specific project and incorporate the
maturity of the process, the level of the design, the build level
of the hardware, etc., for each risk. Examples are shown in
Table II. In this example, I have chosen to use a five-level set
of statements, but you can chose any number for your set. This

2Note that this assumption is not valid for natural disasters such as earth-
quakes, etc. But it is valid for most human actions.

                   Table I. Examples of Universal Risks
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five-level set was chosen because I intend to use a 5 × 5 matrix
for the final risk assessment matrix.

If you want to be more specific in your risk assessments,
you can determine a weighting factor for each of these risks
and Likelihood Level statements. This can be accomplished
by use of one of several tools, such as simple multivoting or
the Analytic Hierarchy Process. Note that such weighting
factors could be assigned from a project, program, or enter-
prise level depending on whether or not you want to compare
risk levels within your organization’s projects or programs.
Table III shows how the same risks and Likelihood Level
statements might look after having weighting factors devel-
oped and applied.

Use of weighting factors would enable you to use a true
Likelihood times Consequence formula to come up with a risk
number. It does take more time to establish, but provides a
comparable and justifiable quantitative figure.

5. CONSEQUENCE DEFINITIONS

Now you need to establish a set of consequence definitions
that matches the level of comparison you are trying to achieve.
The single consequence statement that connects performance,

cost, and schedule is required to allow comparisons through-
out a project, program, or organization. An example of this
type of consequence set is shown in Table IV.

To use this in a quantitative formula, you can establish
specific weighing factors (using the same methodology used
to establish weighing factors for the Likelihood Levels) for
each consequence level. For example, 5 could equate to .95,
4 to .75, 3 to .55, 2 to .35, and 1 to .15.

6. ASSESSING RISKS

With this set of Risks, Likelihood Levels, and Consequences
established and approved, each risk assessor now must assign
specific likelihood levels and consequences to their risk. As
the assessor decides which risk and which risk levels are
appropriate to their situation, they must also justify why they
chose a specific Likelihood Level and Consequence. Using
predefined and accepted factors for risk assessments and
requiring justifications enables (forces) assessors to be more
objective and thoughtful. Simply assigning a likelihood of
occurrence and a consequence for a risk like “We will not be
able to accomplish this specific activity within planned cost

              Table II. Examples of Likelihood Level Statements for a Technology Development Project
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              Table III. Examples of Weighted Likelihood Level Statements

                 Table IV. Example Consequence Set
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and schedule” is very subjective and subject to numerous
biases. In this methodology, all assessors are required to pick
one of the predefined statements that best fits their risk and
justify why it best fits. Table V provides the required formal
assessment.

Once each assessor has completed assigning a specific set
of Likelihood Levels and Consequences to their risk, you can
now use either a 5 × 5 matrix (Fig. 1) or a quantitative formula
to establish a Risk Level. This particular risk is noted in Figure
1 by the star in the appropriate box. This risk level is unique
to each risk and can then be compared to all other risk levels
within your methodology. But since it is based on a predefined
set of Likelihoods and Consequences, it is easily repeatable
and comparable. In comparing risks within a project or across
multiple projects, each of these decisions, along with the
associated justification statements, can be reviewed by man-
agement to determine if they agree with the assessment.

7. CONCLUSIONS

This methodology is one way of increasing the probability
that all risks inherent in a project, program, or organization
have been considered and reducing the subjectivity of the
subsequent risk assessments. It does not provide absolute

results, but does provide a basis for making risk assessments
justifiable, repeatable, and comparable. This methodology
can be used for all types of risk assessments; hardware,
software, integration, management, external, etc., and can
allow a valid comparison of risk level regardless of type and
genesis of risks. Since we are mostly dealing with human
actions, perceptions, feelings and concerns, I doubt that we
will ever be able to get absolute results.

However, for risk assessments to mean something—to be
value-added—the numbers or levels developed do not need
to be absolutely related to anything. They only need to be
related to each other in an ordinal sense. As a comparison, it
is meaningful to say that one mass weighs twice as much as
another because it makes no difference whether you measure
in grams, pounds, or tons.3 It is just as meaningful to say one
risk is twice as risky as another as long as each assessment is
repeatable, justifiable, and comparable. It makes no differ-
ence whether you measure in cost, schedule, performance,
public relations, or any other units as long as you use the same
measures and definitions to analyze all your risks.
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